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1
ADVANCED DATABASE SYSTEMS AND
METHODS

FIELD OF THE INVENTION

The invention relates to the storage and retrieval of com-
puter-accessible data and, more specifically, to the creation of
advanced computer database models, systems, and methods
for use in large data-dependent environments.

BACKGROUND OF THE INVENTION

As technology continues to advance, more methods of
tracking nearly every aspect of a business are developed.
Customers’ interactions on websites can be tracked. Users’
posts to social networks can be tracked. Detailed sales, logis-
tics, and marketing effectiveness data is collected and ana-
lyzed. Data sets will continue to grow in size and complexity
because they are increasingly being gathered by ubiquitous
information-sensing mobile devices, remote sensing tech-
nologies, software logs, cameras, microphones, radio-fre-
quency identification technology, and a plethora of other sen-
sor networks and tracking systems which exist all around us.
In sum, about 90% of'the data in the history of the world today
was created within the past two years. With the advances in
the collection of data hitting the market with such force,
businesses are facing the ever-daunting challenge of figuring
out how to most effectively manage these petabytes of infor-
mation to achieve their business goals.

Currently, businesses have multiple off-the-shelf options
for implementing database systems to store their valuable
customer data, however, none of these systems are directed to
use in an application service provider (ASP) environment.
Some systems, such as those based on the Shared Nothing
concept, are created to quickly access data across the database
by using independent memory and processors at each node.
Such systems may be useful for a small number of individual
users and teams, but experience scalability issues in a high-
volume multi-tenant environment. Other forms of databases
are designed to compress and store as much information as
possible. These platforms are slow and have a high transac-
tion cost due to compressing and linking amongst data ele-
ments.

There exists a need for an improved method of storing
business intelligence wherein the overall cost of ownership
and burden of management is reduced in a high-volume
multi-tenant environment. There further exists a need for a
storage platform wherein data can be quickly and efficiently
stored, as well as accessed at a high rate of speed in order to
provide on-the-fly information to multiple data owners.

Other problems and drawbacks also exist.

SUMMARY OF THE INVENTION

Briefly described, embodiments of the present invention
provide for a scalable and efficient means of storing and
quickly retrieving data elements of a large data store. Systems
as described herein may be useful in providing analytics
services to multiple data owners and stakeholders with dis-
parate datasets. In some embodiments, a database receives
data elements to be stored and determines whether the data
elements should be spread amongst various nodes of the
database. If the data elements are not spread, the data ele-
ments are duplicated and stored in their entirety in multiple
nodes.

Embodiments of the invention may relate to a high-perfor-
mance decision support system enabling multiple users and

10

20

25

40

45

65

2

stakeholders to access and analyze vast amounts of data to
determine answers to business scenario questions and to
achieve actionable business intelligence in an optimized,
rapid, and efficient manner.

Systems according to some of the aspects of the present
invention may comprise a cluster of independent nodes. Such
systems may differentiate between fact and dimensional
tables when assigning data elements to the various nodes in
the system. According to embodiments of the invention, data
elements may be examined to identify which data elements
relate to metric or attribute data. In the case of dimensional
tables, or attribute data, the database may compress the data
values across multiple cluster nodes. The compressed data
may be duplicated amongst the database system to allow local
operation of database functions with minimal cross-talk
amongst system components. In the case of fact tables, or
metric data, they may be distributed amongst the various
cluster nodes intelligently. In some embodiments of the
invention, these fact tables may be distributed with respect to
the owner of the inherent data.

Compressed elements in database systems built according
to aspects of the invention may further be optimized by the
use of a data evaluation engine. The data evaluation engine
may operate during real-time use of the database system such
that the engine may monitor queries being made of the data-
base. The data evaluation engine may further predict future
queries and allocate or reallocate storage on-the-fly in order
to be responsive to the anticipated needs of users of the
database system.

These and other objects, features and advantages of the
advanced database systems, methods and programs of the
invention will be elucidated in the following further descrip-
tion including accompanying drawing figures.

BRIEF DESCRIPTION OF THE FIGURES

The purpose and advantages of the present invention will
be apparent to those of skill in the art from the following
detailed description in conjunction with the appended draw-
ings in which like reference characters are used to indicate
like elements, and in which:

FIG. 1 is a graphic model of an advanced database accord-
ing to embodiments of the present invention.

FIG. 2 is a schematic diagram of an analytics and decision
support architecture employing advanced database models
according to embodiments of the present invention.

FIG. 3 is an exemplary business intelligence data model for
use with embodiments of the present invention.

FIG. 4A is an example record allocation of eight data
elements in an exemplary five-node storage system according
to an embodiment of the present invention.

FIG. 4B is an example record allocation appending two
data elements to an existing initial allocation of eight data
elements in a sample five-node storage system according to
an embodiment of the present invention.

FIG. 4C is an example record allocation in a second append
phase in a sample five-node storage system according to an
embodiment of the present invention.

FIGS. 5A and 5B are an example of data redistribution in a
sample storage system of five nodes that is extended in capac-
ity to seven nodes according to an embodiment of the present
invention.

FIG. 6 is an example storage node with a local query
executor that joins fact and dimensional data according to an
embodiment of the present invention.
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FIG. 7 is an example database model for use in the retail
field according to an embodiment of the present invention.

DETAILED DESCRIPTION OF CERTAIN
PREFERRED EMBODIMENTS

To facilitate an understanding of the principles and features
of the invention, various illustrative embodiments are
explained hereinafter. Although certain examples of the
invention are explained in detail, other embodiments are con-
templated. Further, in describing the illustrative embodi-
ments, specific terminology will be resorted to for the sake of
clarity. It is not intended that the invention is limited in its
scope to the details of construction and arrangement of com-
ponents set forth in the following description or illustrated in
the drawings. The invention has other embodiments and can
be practiced or carried out in various other ways as will be
understood by one of ordinary skill in the art once in posses-
sion of the subject matter herein.

The materials and components described as making up the
various elements of the invention are intended to be illustra-
tive and not restrictive. Many suitable materials and compo-
nents that would perform the same or a similar function as the
materials and components described herein are intended to be
embraced within the scope of the invention. Such other mate-
rials and components not described herein can include, but
are not limited to, for example, those developed after making
of the invention.

Various embodiments of the invention may include instruc-
tions executed on computers. The invention may be or include
a computer system or multiple computer systems, such as a
data warehouse of multiple computer nodes. The invention
may be described in the general context of computer-execut-
able instructions, such as program modules, being executed
by a computer. Generally, program modules include routines,
programs, objects, components, data structures, etc. that per-
form particular tasks.

Those skilled in the art will appreciate that the invention
may be practiced with various computer system configura-
tions, including hand-held wireless devices such as mobile
phones or PDAs, multiprocessor systems, microprocessor-
based or programmable consumer electronics, minicomput-
ers, mainframe computers, network clusters, multi-node sys-
tems, and the like. The invention may also be practiced in
distributed computing environments where tasks are per-
formed by remote processing devices that are linked through
a communications network. In a distributed computing envi-
ronment, program modules may be located in both local and
remote computer storage media including memory storage
devices.

The computer system may include one or multiple general
purpose computing devices in the form of a computer includ-
ing a processing unit, a system memory, and a system bus that
couples various system components including the system
memory to the processing unit.

Computers typically include a variety of computer read-
able media that can form part of the system memory and be
read by the processing unit. By way of example, and not
limitation, computer readable media may comprise computer
storage media and communication media. The system
memory may include computer storage media in the form of
volatile and/or nonvolatile memory such as read only memory
(ROM) and random access memory (RAM). A basic input/
output system (BIOS), containing the basic routines that help
to transfer information between elements, such as during
start-up, is typically stored in ROM. RAM typically contains
data and/or program modules that are immediately accessible
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to and/or presently being operated on by processing unit. The
data or program modules may include an operating system,
application programs, other program modules, and program
data. The operating system may be or include a variety of
operating systems such as Microsoft Windows® operating
system, the Unix operating system, the Linux operating sys-
tem, the Xenix operating system, the IBM AIX™ operating
system, the Hewlett Packard UX™ operating system, the
Novell Netware™ operating system, the Sun Microsystems
Solaris™ operating system, the OS/2™ operating system, the
BeOS™ operating system, the Macintosh™® operating sys-
tem, an OpenStep™ operating system or another operating
system or platform.

At a minimum, the memory includes at least one set of
instructions that is either permanently or temporarily stored.
The processor executes the instructions that are stored in
order to process data. The set of instructions may include
various instructions that perform a particular task or tasks,
such as those shown in the appended flowcharts. Such a set of
instructions for performing a particular task may be charac-
terized as a program, software program, software, engine,
module, component, mechanism, unit, or tool. The invention
may include a plurality of software processing modules
stored in a memory as described above and executed on a
processor in the manner described herein. The program mod-
ules may be in the form of any suitable programming lan-
guage, which is converted to machine language or objectcode
to allow the processor or processors to read the instructions.
That is, written lines of programming code or source code, in
a particular programming language, may be converted to
machine language using a compiler, assembler, or interpreter.
The machine language may be binary coded machine instruc-
tions specific to a particular computer.

Any suitable programming language may be used in accor-
dance with the various embodiments of the invention. Illus-
tratively, the programming language used may include
assembly language, Ada, APL, Basic, C, C++, Objective-C,
COBOL, Forth, FORTRAN, Java, Modula-2, Pascal, Perl,
Prolog, REXX, Visual Basic, and/or JavaScript for example.
Further, it is not necessary that a single type of instruction or
programming language be utilized in conjunction with the
operation of the system and method of the invention. Rather,
any number of different programming languages may be uti-
lized as is necessary or desirable.

Also, the instructions and/or data used in the practice of the
invention may utilize any analytics purpose-built compres-
sion or anonymization technique or algorithm, as may be
desired. An anonymization module might be used to anony-
mize data. Further, files or other data may be decrypted using
a suitable decryption module.

The computing environment may also include other
removable/non-removable, volatile/nonvolatile computer
storage media. For example, a hard disk drive may read or
write to non-removable, nonvolatile magnetic media. A mag-
netic disk drive may read from or writes to a removable,
nonvolatile magnetic disk, and an optical disk drive may read
from or write to a removable, nonvolatile optical disk such as
a CD ROM or other optical media. Other removable/non-
removable, volatile/nonvolatile computer storage media that
can be used in the exemplary operating environment include,
but are not limited to, magnetic tape cassettes, flash memory
cards, digital versatile disks, digital video tape, solid state
RAM, solid state ROM, and the like. The storage media are
typically connected to the system bus through a removable or
non-removable memory interface.

The processing unit that executes commands and instruc-
tions may be a general purpose computer, but may utilize any
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of a wide variety of other technologies including a special
purpose computer, a microcomputer, mini-computer, main-
frame computer, programmed micro-processor, micro-con-
troller, peripheral integrated circuit element, a CSIC (Cus-
tomer Specific Integrated Circuit), ASIC (Application
Specific Integrated Circuit), a logic circuit, a digital signal
processor, a programmable logic device such as an FPGA
(Field Programmable Gate Array), PLD (Programmable
Logic Device), PLA (Programmable Logic Array), smart
chip, or any other device or arrangement of devices that is
capable of implementing the steps of the processes of the
invention.

It should be appreciated that the processors and/or memo-
ries of the computer system need not be physically in the same
location. Each of the processors and each of the memories
used by the computer system may be in geographically dis-
tinct locations and be connected so as to communicate with
each other in any suitable manner. Additionally, it is appreci-
ated that each of the processor and/or memory may be com-
posed of different physical pieces of equipment.

A user may enter commands and information into the com-
puter through a local or remote user interface that includes
input devices such as a keyboard and pointing device, com-
monly referred to as a mouse, trackball or touch pad. Other
input devices may include a microphone, joystick, game pad,
satellite dish, scanner, voice recognition device, touch screen,
toggle switch, pushbutton, or the like. These and other input
devices are often connected to the processing unit through a
user input interface that is coupled to the system bus, but may
be connected by other interface and bus structures, such as a
parallel port, game port or a universal serial bus (USB).

One or more monitors or display devices may also be
connected to the system bus via an interface. In addition to
display devices, computers may also include other peripheral
output devices, which may be connected through an output
peripheral interface. The computers implementing the inven-
tion may operate in a networked environment using logical
connections to one or more remote computers, the remote
computers typically including many or all of the elements
described above.

Various networks may be implemented in accordance with
embodiments of the invention, including a wired or wireless
local area network (LAN) and a wide area network (WAN),
wireless personal area network (PAN) and other types of
networks. When used in a LAN networking environment,
computers may be connected to the LAN through a network
interface or adapter. When used in a WAN networking envi-
ronment, computers typically include a modem or other com-
munication mechanism. Modems may be internal or external,
and may be connected to the system bus via the user-input
interface, or other appropriate mechanism. Computers may
be connected over the Internet, an Intranet, Extranet, Ether-
net, or any other system that provides communications. Some
suitable communications protocols may include TCP/IP,
UDP, OS], or InfiniBand for example. For wireless commu-
nications, communications protocols may include Bluetooth,
Zigbee, IrDa or other suitable protocol. Furthermore, com-
ponents of the system may communicate through a combina-
tion of wired or wireless paths.

Although many other internal components of the computer
are not shown, those of ordinary skill in the art will appreciate
that such components and the interconnections are well
known. Accordingly, additional details concerning the inter-
nal construction of the computer need not be disclosed in
connection with the present invention.

More specific embodiments of the present invention, in the
nature of business intelligence methods and computer pro-
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6

gram products, are now described for the purpose of provid-
ing users with detailed information concerning their available
business data to enable informed decisions about how to
manage and conduct business. With reference to the figures,
in which like reference numerals represent like items
throughout the views, various embodiments of the invention
will be described in detail.

The various embodiments and aspects of the present inven-
tion provide for systems and methods of creating and operat-
ing advanced database systems and models. Such models
may be utilized in the aggregation of large-scale data ware-
houses and the implementation of robust analytics platforms
to act upon such data. These models may further be used to
create or operate a data warehouse and analytics platform for
simultaneous use by multiple, disparate data owners and
stakeholders.

According to one of the many embodiments of the present
invention, a database is provided which examines incoming
data elements in order to identify a set of optimal processing
activities to be initiated upon each data element in order to
store the data elements in the database. Data elements may be,
depending on the information contained therein, either repli-
cated in a majority or all nodes or spread amongst nodes in the
database model. In one aspect of the invention, metric-based
data may be spread while attribute-based data may be stored
locally in a majority or all nodes. Other embodiments and
aspects of the invention may employ a determination module
to determine whether a data element is to be spread or stored
locally in the advanced database.

FIG. 3 is an exemplary data model specifically designed for
business intelligence. Metric data are stored in the fact table
310 located in the center and attribute data are stored in the
dimensional tables 320, 330, 340, and 340 and are related to
fact table 310.

Selective Spread of Data Elements

Looking to FIG. 1, according to some aspects and embodi-
ments of the present invention, an advanced database system
100 may utilize a data distribution engine 116 to selectively
distribute metric-based data, or fact table data, amongst a
plurality of database nodes 120, 130, and 140. Fact table data
may be distributed amongst the database nodes according to
a distribution schema. The distribution schema may utilize
many different distribution methods that may be appreciated
by those of ordinary skill in the art.

One distribution algorithm that may be used for spreading
of data elements is a round-robin distribution. Under this
distribution, each successive data element is stored in each
successive node in sequence. Another conventional distribu-
tion algorithm that may be used is a random distribution,
under which each data element is stored in a randomly
selected node. A preferred distribution algorithm is one that
guarantees even distribution of data, and neither the round-
robin nor the random distribution algorithms guarantee even
distribution of data in a multi-tenant application service pro-
vider for business intelligence.

While conventional multi-node data distribution algo-
rithms and database models distribute incoming data amongst
available nodes in order to generally prevent any individual
node from being overtaxed, such a distribution scheme fails to
perform optimally when multiple disparate data owners and
stakeholders utilize the same data warchousing and analytics
system in a multi-tenant manner. Accordingly, embodiments
of'the present invention contemplate spreading fact table data
on a per-owner or per-subject basis across a plurality of the
available database nodes 120, 130, and 140. In such an
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embodiment, the data distribution engine 116 will spread data
intelligently amongst a plurality of available nodes such that
the data for any individual data owner or stakeholder is opti-
mally distributed amongst those nodes—such as in tables
121, 131, and 141 via chunks 122, 132, and 142. Such distri-
bution may be irrespective of the data distribution of other
data owners. In other scenarios, the overall distribution of all
data may inform the available nodes for a single data owner or
stakeholder, while fact table data of the single data owner or
stakeholder are then optimally distributed amongst those
available nodes. In one exemplary aspect, the fact table data
may be distributed evenly in size amongst the available nodes.
Inanother exemplary aspect, the fact table data may be evenly
distributed in relation to historical frequency of access in
order to evenly spread predicted access requests amongst the
various utilized nodes.

According to embodiments of the present invention, the
database receives a data element from a data loading engine,
such as information integration 220 in FIG. 2, and performs
data validation of the data element according to a data model
215. The data model can either be created before the data
element is processed or it can be created dynamically based
on business problems related to decision support answers.
This data model describes how the data element is related to
other data elements for business intelligence analytics for a
high-performance application service provider environment.
The data model may be designed so that the data element may
be uniquely identifiable by a data field that will be created and
have its value assigned by the advanced database system and
which may not be externally visible to the data model. In other
embodiments the data model may be designed so that the data
element is uniquely identifiable by a data field whose value
will be visible and assigned by the data loading engine, or
whose value will be visible and assigned by the data distri-
bution engine 116.

The database also performs data validation of the data
element according to the unique identifier of the data element.
A database storage node, such as storage node 120, receives a
data element, examines it, and validates if the data element
should be stored in the storage node that received it. The
validation occurs based on the value of an existing unique
identifier field of the data element if the data loading engine
assigned such a value to this unique identifier, or on a value
assigned by the advanced database system. This validation
may optionally also occur based on the set of existing unique
identifiers assigned to other data elements, or on the last
unique identifier assigned, either for the subject area the data
element belongs to or amongst multiple subject areas. When
the validation is successful the data element is stored on the
storage node.

The database storage node that will be used to store a data
element is identifiable by the value assigned to the unique
identifier of the data element assigned by data distribution.
With some data distributions, like a random distribution, the
database storage node cannot be identified based on the
unique identifier and the advanced database system must be
queried to identify the storage node. With other data distribu-
tions, like a hash-based distribution, the database storage
node can also be identified based on this unique identifier
value.

When the database system receives an analytical or access
query, it may access one or more database storage nodes to
answer the query according to the distribution function used
for selective data spread of data elements.

For improved performance in storing data, database stor-
age nodes may receive data elements either in a single batch
or as a sequence of data element insertions. It is not necessary
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for data elements to be received in sequence based on the
unique identifier of the data element. Data elements can also
be loaded in parallel without waiting for other data elements
in other database storage nodes to be loaded.

In many aspects of the invention a data distribution engine
allocates rows in fact tables for each individual subject area of
the system. Exemplary subject areas may consist of sales,
logistics, marketing effectiveness, user interactions or posts,
customers, data owners, or data stakeholders of a multi-tenant
data warehousing and analytics service. The data distribution
engine 116 may distribute these rows as a contiguous range
across the various nodes in order to improve throughput of
access of the database. This advancement in throughput may
be especially noticeable in the context of a multi-tenant data-
base-dependent service offering, where a sparse allocation
method would involve additional processing to analyze
stored data. The allocation by the data distribution engine
may also be flexible such that the size of each contiguous
range is dynamically adjustable. As a database of the present
invention is utilized and data is accessed through various
analytical or access queries, the storage allocation range may
be adjusted in order to tune the performance requirements of
the overall system.

The allocation is flexible in that any amount of records may
be stored during each allocation without requiring this
amount to be known a priori. The unique record identifier
(such as row id) of each data element of each subject area in
afacttable is allocated as a monotonically increasing number
that can have gaps. The allocation is divided into a startup
phase where records of a subject area are added for the first
time, and into an incremental phase where records of this
same subject area are appended to the existing set of records.

When records are allocated for the first time, the first
unique record identifier used for the first record is the first
record identifier that is available for use in the table (the next
number in the sequence).

FIG. 4A is an example record allocation of eight data
elements for the first time in a five-node sample storage
system. The first data element 401 receives the first record
identifier that is available for use for the table of this data
element which happens to be unique identifier 1. This iden-
tifier indicates the data element should be stored on storage
node 1 (491). The second data element 402 receives the next
unique identifier in the sequence which is identifier 2. When
data element 6 (406) is allocated the next available unique
row identifier, that identifier indicates allocation rolls over to
continue from the first storage node 1 (491).

When records are appended, the unique record identifier is
allocated with a formula that considers the number of storage
nodes and any additional records stored for other subjects.
Assuming the last unique record identifier for this subject is
X, the last unique record identifier of the entire table is Y, and
the number of nodes in the system is N, the next unique record
identifier is given by the pseudocode:
allocate(X,Y,N):

last_node=X modulo N

current_node=Y modulo N

id=Y-current_node+last_node+1

if current_node>last_node

id=id+N

return id

This allocation may not simply use the next unique record
identifier in this append phase because in a database system
for an application service provider it is practically guaranteed
that there will be records of other subjects that have been
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stored after the records initially loaded for one subject area.
There is no limit to the number of incremental phases of the
allocation.

FIG. 4B is an example record allocation appending two
data elements to an existing initial allocation of eight data
elements in a sample five-node storage system. Since the first
allocation of eight data elements, additional data elements
belonging to other subject areas or customers have been allo-
cated in the system. The unique record identifier of the first
data element that will be appended is calculated to use the
next unique record identifier on the next available storage
node that will maintain even data distribution, which is stor-
age node 4 (494), and the identifier is 19 (being stored as data
element 419). The second data element appended has row
identifier 20 (being stored as data element 420).

In this example, this calculation leaves a gap in the
sequence of all unique identifiers used for this subject area or
customer. Whereas the last unique row identifier used for the
last data element in the table was 16 (as other data 416), row
identifiers 17 and 18 remain unused and the next used iden-
tifier is 19.

Any gap in row identifier numbers does not impact the
ability of the data distribution to remain even for a different
subject area since the same allocation algorithm is applied for
each individual subject area or customer.

FIG. 4C is an example of a second append phase. Data
appended for other subject areas are also allocated on the next
storage node that will preserve even data balance. Appending
data elements 431-433 allocates the elements on the next
storage nodes 491-493 that will preserve even data balance
for this subject area or customer irrespective of the data dis-
tribution of other subject areas or customers.

Based on the optimal allocation methods implemented in a
data distribution engine of the present invention, the variance
in query execution time amongst each of the plurality of
database nodes in an overall system or cluster may be mini-
mized for each of the subjects stored thereon and accessing
thereof. For each subject accessing the exemplary database
and analytics system, a subject query will result in an even
examination of data elements across all of the plurality of
nodes available to the subject due to the proportionate spread
storage of those elements. Those of skill in the art will rec-
ognize this as an improvement over traditional database dis-
tribution methods which distribute data across all subject
areas instead of on a per-subject basis. Accordingly, the data
skew for an individual subject, which is commonplace in
traditional data distribution schema well-known in the art, is
practically eliminated with a distribution schema of embodi-
ments of the present invention

Data Redistribution for Capacity Expansion

Storage capacity may be extended through the addition of
storage capacity in each local node and through the addition
of distributed storage nodes. When adding distributed storage
nodes, some or all of the data in the existing storage nodes are
redistributed on the new storage nodes to restore an even
balance of data. The set of new storage nodes may be inclu-
sive of the set of old storage nodes, such as when adding new
nodes to an existing old set of nodes to expand the set.

According to embodiments of the present invention, the
data redistribution is performed per subject area or customer
since it is by storing data per subject area or customer that an
even distribution is achieved. Achieving an even data balance
restores the advanced database system to minimizing the
variance in query execution time amongst each of the plural-
ity of database storage nodes.
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In one embodiment of the invention data redistribution
extracts data elements from one or more storage nodes per
subject area or customer amongst the original set of storage
nodes and stores each data element in a specific storage node
in the new set of storage nodes. Before storing the data ele-
ments in the new set of storage nodes, the old data elements
may be stored in a temporary storage location and removed
from the old set of storage nodes in order to make sufficient
room in the old set of storage nodes. In another embodiment
of the invention each data element may be stored directly
from the old set of data nodes to the new set of data nodes
without being transferred through an intermediate temporary
storage location.

The workflow of redistribution begins when a redistribu-
tion engine begins retrieving data elements from the old set of
storage nodes. This redistribution engine may reside within
the advanced database system or it may be a separate system.
An existing data distribution engine, such as data distribution
engine 116, may also be used as a data redistribution engine.

The redistribution engine examines the unique identifier of
each data element used for data distribution and either reuses
the unique identifier for storage on the new set of data storage
nodes or changes the unique identifier. The unique identifier
may be changed according to the existing data allocation
formula but with the difference that whereas the number of
nodes used to generate the unique identifier was N, the num-
ber of nodes is now N+M where M is the number of new nodes
added in the set. In this sense data redistribution is similar to
the startup phase of data allocation. Redistribution may use as
its first unique identifier a brand new unique identifier, such as
the number 1, or it may use as its first unique identifier an
identifier that was not present amongst the data elements in
the old storage nodes at all and resume generation of identi-
fiers from that number.

FIGS. 5A and B illustrate an example data redistribution in
a sample storage system of five nodes that is extended in
capacity to seven nodes. Data elements 501-508, shown in
FIG. 5A, are distributed to the extended storage nodes, shown
in FIG. 5B, while keeping their unique identifiers intact.
Subsequent data elements 519-520 have their unique identi-
fiers regenerated to continue from the next available unique
identifier in a sequence, identifiers 9-10. Similarly, data ele-
ments 531-533 are redistributed with new unique identifiers
11-13. Any gaps in the old row identifiers do not impact the
ability of the data distribution to remain even in the new
distribution.

After data elements for a subject area or customer are
redistributed, additional subject areas or customers are redis-
tributed. The redistribution is complete when data elements of
all subject areas or customers are redistributed.

Dimensional Parallelism

In certain embodiments of the present invention, the data
distribution engine 116 may further manage dimensional
table data, or attribute-based data, amongst the available
nodes for each individual subject in the schema. Dimensional
table data may be parallelized in a manner providing for
dimensional tables to be stored in their entirety in each of the
subject-utilized plurality of nodes. Aspects of the invention
contemplate dimensional tables stored using tuned compres-
sion techniques, some of which may be tuned for analytics
applications, which may be appreciated by those of ordinary
skill in the art. Advantageously, the duplication of dimen-
sional tables across all utilized nodes provides for local
execution of join operations between tables, completely
eliminating the network overhead typically present due to
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data-motion amongst storage nodes. Such advantages may be
realized in multi-tenant and multi-subject database systems,
such as those involved in commercial application services.

When a query is received by the database system 100, the
query is parallelized for execution on a plurality of storage
nodes 120, 130, and 140 by parallel query planner 112 and
intermediate query steps are sent for local execution on the
storage nodes by query executor 114. The intermediate query
step may require accessing data from a dimensional table,
from a fact table, or from a combination of such tables.
Queries for business intelligence analytics often require
accessing a fact table and one or more dimensional tables.

When an intermediate query step is executed that requires
accessing both a dimensional and a fact table to answer, the
data from the dimensional and the fact table are joined
together in a data buffer locally on the database storage node.
For example, fact table 121 may be joined with dimensional
table data 126 or 127. The join operation does not require
accessing data from other storage nodes to process the inter-
mediate query step.

The join operation of the intermediate query step may use
decompression techniques over the dimensional tables that
improve performance of answering the query step. The
decompression techniques can examine metadata that
describe which parts of the lower-level storage blocks are
either needed or likely needed to answer the query. The meta-
data may vary depending on the datatype of the data elements,
such as numeric data elements or alpha-numeric elements,
and depending on whether the metadata describes relations
between elements of different tables.

While the join operation between the fact table and a
dimensional table executes, join operations between the fact
table and other dimensional tables required for answering the
intermediate query step are also executed in parallel.

FIG. 6 is an example storage node 600 with a local query
executor that joins fact and dimensional data. The local query
executor 610 contains a metadata inspector 612 that identifies
the storage blocks that should have their data joined—such as
storage blocks 622, 632, and 633. The data blocks are
accessed from the fact table 620 and the dimensional table
630, placed in a data join buffer 614 that joins the data, and
returned to the master node 690 when the intermediate query
step completes.

Optimization Compression of Data Elements

According to some aspects and embodiments of the present
invention, an advanced database system may utilize a data
compression engine to compress data elements according to
the performance needs of the advanced database system. In
certain embodiments, the data compression engine may
dynamically alter its compression schema based on intelli-
gence gathered during real-time use of the system.

The data compression engine may monitor and evaluate
queries and query results returned through the real-time per-
formance of the advanced database system in order to gain
insights about the nature and use of the data being performed
by users. Typically, such analysis was performed by a gen-
eral-purpose database analyzer which used statistical infor-
mation to plan a query. However, embodiments of the present
invention may proactively predict which kinds of queries are
likely to be asked of the database system in the future based on
machine learning aspects of the engine. Upon prediction, the
data compression engine may cause the rearrangement of
low-level storage allocations in order to increase performance
of the database system.
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Certain aspects of the invention contemplate a compres-
sion optimizer 105 performing an evaluation of the final
query results returned in each of the individual subjects. Fur-
ther evaluations of intermediate results returned through each
individual data node utilized by each individual subject,
which may have been parallelized in the operation of the
query, may be performed by the engine as well.

The evaluation for selective compression considers inter-
mediate query results. The major attributes of concern to the
evaluation of intermediate results are whether a data element
is numeric or alpha-numeric, and the relations of data ele-
ments.

For numeric data elements, the evaluation considers the
statistical distribution that best characterizes the data ele-
ments. It identifies ranges of numeric values in the distribu-
tion that have no data elements and creates metadata that
indicate the ranges of numeric values that have data elements.
The granularity of the data distribution is also configurable to
drill down into ranges with high frequencies of their numeric
values.

For alpha-numeric data elements, the evaluation identifies
occurrences of specific alpha-numeric patterns or specific
characters at specific positions of a data element. It creates
metadata that indicate the presence or absence of such pat-
terns.

For relations of data elements, the evaluation tracks pres-
ence or absence of the unique identifiers of rows from the
relations of the data elements.

These metadata are important because they are consulted
to access and decompress only the low-level storage blocks
needed to answer the query. More accurate metadata means
decompressing less low-level storage blocks, which trans-
lates into faster query execution time. Optimized metadata
are valid for the current set of data elements they examine.
When new data are loaded, the metadata are verified for
validity and discarded in part if necessary.

As aresult of the evaluations conducted by the data com-
pression engine, post-optimization storage tuning hints are
generated, which account for the induced workload and for
the dimensionality and selectivity of the queries being asked
of'the database system. In the analytical context, such queries
may be business questions. The tuning hints identify and
suggest which compressed data areas should have their meta-
data revised. Tuning hints may further identify the statistical
operations and granularity with which the underlying data
should be inspected to be re-compressed pursuant to com-
pression schema. Hints may be scheduled for execution at
each of the database nodes in the advanced database system,
such that the low-level storage layer in each data node may
apply the tuning hint to each node unobtrusively based on
system performance and demands.

Accordingly, many of the various embodiments of the
present invention allow the compression of metadata in the
advanced database system to be varied. Utilizing a feedback
loop from the various nodes in the system, dynamic realloca-
tion of compression may be varied. Compressed groups of
data and of their metadata may be reconstructed or have new
collective insights to the nature and use of the data appended
to metadata. Such insights may provide for metadata to
answer subject queries more efficiently, and therefore
quicker, since they may determine with better accuracy which
groups of data should be uncompressed on each of the various
nodes

Tustrative Example

An illustrative example of an embodiment of the present
invention considers answering business intelligence ques-
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tions using the advanced database system in the retail field for
a plurality of customers. Data of the retail field are modelled
with a data modelling schema that describes the relations of
the data. The data are extracted from their data sources, trans-
formed according to the model, separated between dimen-
sional data and fact data, and loaded in the advanced database
system.

FIG. 7 is an example database model for application of the
invention in the retail field according to aspects and embodi-
ments of the present invention. The database model separates
between eight dimensional tables and one fact table to which
the dimensional tables are related. The dimensional tables
indicate attribute data such as the date of a payment, a product
description, the store to which a product is available for
purchase, the payment method available for purchase, the
currency with which payments may occur, the loyalty level of
customers, and the demographical segment to which custom-
ers may belong. The fact table indicates analytical informa-
tion about product sales as related to the dimensional tables
and includes metric data. The metric data refer to a granularity
over a date period, such as over a specific date, over a week,
over a month, over a quarter year or over a year. Example
metric data are the number of transactions over a specific date,
the total amount of sales over a week, the total amount of
revenue over a quarter year or the average quantity of sales
over a year.

The first kind of data received by the database to store are
dimensional data. Database storage nodes each receive a copy
of' dimensional data and store the entire copy in the node. The
dimensional data are received either in parallel or sequen-
tially into the database storage nodes.

Fact data may be received for storage after dimensional
data has been stored. In this example, during the data distri-
bution process the advanced database system automatically
assigns a new unique identifier for each data element of the
fact table that is not visible to the database model. In another
embodiment of the database model this unique identifier is
part of the database model without affecting the data loading
process.

When data are stored in the database storage nodes, the
data may be automatically compressed by the database stor-
age nodes so the dimensional data fit in their entirety in each
database storage node. If compression is used, the compres-
sion is purpose-built for analytics so that answering queries
occurs by decompressing data with improved performance.

When a user issues an analytical query to the advanced
database system 100, the database examines the query and
creates a query plan at parallel query planner 112 that can
execute the query in parallel on a multitude of database stor-
age nodes. The query plan is executed by a query executor 114
that coordinates execution of each parallel query step on the
database storage nodes. Intermediate query results from each
database storage node are sent back to the query executor 114
that combines the query results into a single result with addi-
tional processing if needed.

Eachparallel query step is executed on the database storage
nodes and may include processing of data from either dimen-
sional or fact tables. A query that requests a report of product
sales over a specific date which includes processing of the
retail_product_sales_fact fact table 710, the dt_dmn dimen-
sional table 750, and the product_dmn dimensional table 770
using an operation that combines data from these three tables.
This query expressed in SQL format is:

SELECT p.prd_nm, d.dt_date, r.rps_total_revenue FROM
product_dmn p, dt_dmn d, retail_product_sales_fact r
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WHERE r.rps_product_key=p.product_key AND
rrps_dt_key=d.dt_ key = AND d.dt_date=11-27-2011"
ORDER BY p.prd_nm

When this intermediate query step is executed, join opera-
tions for this query are executed locally on database storage
nodes. For example, the datajoin of retail_product_sales_fact
710 with dt_dmn 750 happens in its entirety on each database
storage node without need for the storage node to communi-
cate with other storage nodes to execute the join operation.
This join operation may use decompression techniques to
examine only metadata that describe which parts of the data
will be included in the join operation. While this join opera-
tion executes, the data join operation of retail_product_
sales_fact 710 with product_dmn 770 also executes in paral-
lel and the results of these two join operations are combined
together before being returned to the query executor 114.

When the query executor 114 receives results from the
storage nodes it processes and combines the results before
returning them to the customer. For example, each interme-
diate query result returns a report for one or more individual
products that were stored through the data distribution pro-
cess on each database storage node. Product reports are com-
bined together and sorted according to the product name
(prd_nm) before the query results are returned.

Having described a number of different embodiments of
the invention, it should be apparent to the person of ordinary
skill in the art that the invention has numerous benefits and
advantages. For example, a database may be provided for a
business intelligence system which allows for efficient stor-
ing of data and rapid analytical processing of that data.

Other benefits and advantages of the invention will be
apparent to the person of ordinary skill in the art.

Other embodiments and uses of this invention will be
apparent to those having ordinary skill in the art upon con-
sideration of the specification and practice of the invention
disclosed herein. The specification and examples given
should be considered exemplary only, and it is contemplated
that the appended claims will cover any other such embodi-
ments or modifications as fall within the true scope of the
invention.

What is claimed is:
1. An advanced database system, comprising:
at least two system nodes, wherein each system node of the
at least two system nodes comprises physical memory;
a data distribution module for the distribution of metric-
based data from a plurality of data owners amongst the at
least two system nodes, wherein the metric-based data
comprises one or more fact tables;
a dimensional parallelism module for parallelizing
attribute-based data across the at least two system nodes,
wherein the attribute-based data comprises one or more
dimensional tables; and
wherein the data distribution module distributes data
belonging to each of the plurality of data owners in data
elements of substantially uniform size sequentially
amongst the at least two system nodes, and wherein
distributing the data sequentially comprises:
distributing at least one data element belonging to a first
data owner sequentially from a first node to a last
node;

distributing at least one data element belonging to a
second data owner at the next sequential node follow-
ing the last node according to a node numbering
schema; and
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distributing at least one different data element belonging
to the first data owner at the next sequential node
following the last node according to the node num-
bering schema.
2. The system of claim 1, further comprising a redistribu-
tion module for redistributing data amongst the at least two
system nodes when an additional system node is added to the
advanced database system.
3. The system of claim 1, wherein at least some of the
metric-based data and attribute-based data relates to a specific
subject.
4. An advanced database system, comprising:
at least three system nodes, wherein a subset of the at least
three system nodes are available to store data owned by
a plurality of data owners, and wherein each system
node of the at least three system nodes comprises physi-
cal memory;
a data distribution module for the distribution of metric-
based data from the plurality of data owners amongst the
subset of the at least three system nodes, wherein the
metric-based data comprises one or more fact tables;
a dimensional parallelism module for parallelizing
attribute-based data from the plurality of data owners
amongst the subset of the at least three system nodes,
wherein the attribute-based data comprises one or more
dimensional tables; and
wherein the data distribution module distributes data
belonging to each of the plurality of data owners in data
elements of substantially uniform size sequentially
amongst the subset of the at least three system nodes,
and wherein distributing the data sequentially com-
prises:
distributing at least one data element belonging to a first
data owner sequentially from a first node to a last
node;

distributing at least one data element belonging to a
second data owner at the next sequential node follow-
ing the last node according to a node numbering
schema; and

distributing at least one different data element belonging
to the first data owner at the next sequential node
following the last node according to the node num-
bering schema.

5. The system of claim 4, further comprising a redistribu-
tion module for redistributing data amongst the at least three
system nodes when an additional system node is added to the
advanced database system.

6. A computer-implemented method for an advanced data-
base model, comprising:

receiving, by a processing device, metric-based data and
attribute-based data, wherein the metric-based data
comprises one or more fact tables and wherein the
attribute-based data comprises one or more dimensional
tables;

distributing, by the processing device, the metric-based
data from a plurality of data owners amongst at least two
data storage nodes;

parallelizing, by the processing device, the attribute-based
data amongst the at least two data storage nodes; and

wherein the distribution of the metric-based data belonging
to each of the plurality of data owners is distributed in
data elements of substantially uniform size sequentially
amongst the at least two system nodes, and wherein
distributing the data sequentially comprises:
distributing, by the processing device, at least one data

element belonging to a first data owner sequentially
from a first node to a last node;
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distributing, by the processing device, at least one data
element belonging to a second data owner at the next
sequential node following the last node according to a
node numbering schema; and

distributing, by the processing device, at least one dif-
ferent data element belonging to the first data owner at
the next sequential node following the last node
according to the node numbering schema.

7. The computer-implemented method of claim 6, wherein
the parallelizing of the attribute-based data stores complete
copies of the attribute-based data on each of the at least two
data storage nodes.

8. The computer-implemented method of claim 7, wherein
the distributing of the metric-based data distributes storage of
the metric-based data amongst the at least two data storage
nodes evenly.

9. The computer-implemented method of claim 7, further
comprising redistributing metric-based data amongst the at
least two storage nodes when an additional storage node is
added.

10. The computer-implemented method of claim 9, further
comprising duplicating attribute-based data from at least one
of'the at least two storage nodes to the additional storage node
when the additional storage node is added.

11. The computer-implemented method of claim 7,
wherein at least some of the metric-based data and attribute-
based data relates to a specific subject.

12. A non-transitory computer-readable medium, with pro-
gram instructions thereon, wherein execution of the program
instructions by one or more processors of a computer system
causes the one or more processors to carry out the steps of:

receiving metric-based data and attribute-based data

belonging to a plurality of data owners, wherein the
metric-based data comprises one or more fact tables and
wherein the attribute-based data comprises one or more
dimensional tables;

distributing the metric-based data amongst at least two data

storage nodes;

parallelizing the attribute-based data amongst the at least

two data storage nodes; and

wherein the distribution of the metric-based data belonging

to each of the plurality of data owners is distributed in

data elements of substantially uniform size sequentially

amongst the at least two system nodes, and wherein

distributing the data sequentially comprises:

distributing at least one data element belonging to a first
data owner sequentially from a first node to a last
node;

distributing at least one data element belonging to a
second data owner at the next sequential node follow-
ing the last node according to a node numbering
schema; and

distributing at least one different data element belonging
to the first data owner at the next sequential node
following the last node according to the node num-
bering schema.

13. The non-transitory computer-readable medium of
claim 12, wherein the parallelizing of the attribute-based data
stores complete copies of the attribute-based data on each of
the at least two data storage nodes.

14. The non-transitory computer-readable medium of
claim 13, wherein the distributing of the metric-based data
distributes storage of the metric-based data amongst the at
least two data storage nodes evenly.
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15. The non-transitory computer-readable medium of
claim 13, further comprising redistributing metric-based data
amongst the at least two storage nodes when an additional
storage node is added.

16. The non-transitory computer-readable medium of 5
claim 13, wherein at least some of the metric-based data and
attribute-based data relates to a specific subject.
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